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Figure 5.2 Markov chain-mixed exponential model parameters for Walnut Gulch 4,
Arizona. 14-day periods beginning 1 March.

(1977) used the AIC technique to identify the appropriate order for Markov
chains for more than 100stations in the United States and found that higher
than first-order chainswere sometimes required. Eidsvik (1980) useda similar
approach for several rainfall stations in Norway. He found that the required
order of the chain increased with record length and that with large sample
size the AIC minima are not well defined, suggesting significant uncertainty.
Katz (1981) showed that theAIC has a substantial probability ofoverestima
ting chain order. He then used the Bayesian information criterion (BIC)
proposed by Schwarz (1978) and the AIC to estimate thecorrect order using
simulated data. He found that the BIC had a tendency to underfit and
proposed a modification to the BIC to correct this problem.

I have calculated the log likelihood functions of the Markov chain and
the mixed exponential model as a function of the number of parameters for
the Fourier series representation and for two-step function representations
(14- and 28-day periods). I analyzed data for the same stations studied by
Roldan and Woolhiser (1982). The results are presented graphically for one
station in Figures 5.3 and 5.4. The likelihood functions, of course, increase
as the number of parameters increase, but after the first 8-10 parameters
the rate of increase is slow. The AIC shows a minimum with the Fourier
series representation. The results for the other stations were consistent with
Figures 5.3 and 5.4.

The representation of seasonality is relevant in selecting the order of
Markovchains, for Diggle (1984) has pointedout that stochasticdependence



78 Modeling daily precipitation - progress and problems

-4375»-

-4400

r

-4425

-4450

-4475

-4500

-4525

900r

800

700

-V:
-A

10

600
10

_L
20

S
AIC

/
X

• Fourier series

X 14 Dayperiods

o 28 Dayperiods

I
20 30 40

Number of parameters

Figure 5.3 Log likelihood and AIC versus number of parameters - Markov chain.
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and deterministic trends may be indistinguishable in practice. It should also
be noted that the choice of model should depend to a great extent on the
proposed use of the model. Amodel with a relatively simple structure that
can be used in practice (agricultural decision making for example) can be
superior to a more complicated model that is unlikely to be used. The
important question then becomes: 'How sensitive are the decisions to be
made to the precipitation model structure?' Pickering et al. (1989) examined
this question by comparing three stochastic weather models with historical
data as input to a nutrient loss simulation model.

5.4 Some problems with precipitation data
Persons who have collected precipitation data in the field and have some
training in meteorology and statistics are usually quite aware of problems
that may arise that affect the quality ofthe data. Unfortunately the collectors
of field data often do not have training in meteorology and statistics.

Systematic errors and nonhomogeneities may be introduced into rainfall
data by changing the type or location ofa rain gauge or by construction of
buildings nearby or the growth of trees. These factors should be noted in
the station history and the user should always be aware of this potential
problem.

Frequently there is substantial diurnal variability in the occurrence of
rainfall as shown in Figure 5.5. In the United States precipitation data are
gathered by a variety of organizations. The National Weather Service (NWS)
has a relatively sparse network of first-order stations where an observer is
always present. These data are very reliable and midnight is used as the day
delimiter. The cooperative observer network is much denser but the obser
vation time varies, usually being around 8.00 a.m. or 5.30-6.00 p.m. The
Agricultural Research Service (ARS). the US Geological Survey (USGS) and
others often operate rain gauges in conjunction with hydrological research.
These data are obtained In analog or digital form by weighing recording
gauges or in digital form with tipping-bucket gauges.

It has been well documented that tipping-bucket gauges under register
during very intense rainstorms. The weighing-recording gauges with analog
output on achart may underestimate the number ofdays with small amounts
of rainfall if the chart drum revolves daily or more frequently because
the thickness of the pen trace may hide small rises. Unless rain gauges
are shielded, all will show an underestimate of precipitation when it is
accompanied by wind.

Woolhiser and Roldan (1986) found that the time of observation was a
significant factor introducing 'noise' into both the occurrence process as
defined by a first-order Markov chain and in the distribution of rainfall
depth. They attributed this to diurnal variation ofrainfall and to evaporation
of small rainfall amounts for gauges read in the afternoon.

Data from cooperative stations usually show a reduced number of wet
days and greater mean daily amounts as compared to data from nearby first-
order stations. Part of this is due to observation time, but part is due to the
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Figure 5.5 Hourly frequencies of precipitation, Hastings, Nebraska.

fact that the observer has missed making an observation on one day and
the total accumulation is recorded on the following day. The effect of these
methodological factors and errors is primarily reflected in the occurrence
process and in the smaller amounts of rainfall. Histograms of rainfall depth
are usually erratic, reflecting the rather small sample size, and in many cases
it is noted that observers favor certain depths. For example some observers
will record an excess of rainfall at 005 inches (1-25 mm) and a deficit at 004
(100mm) and 006inches (1-50mm).

These practical problems have a bearing on model selection and on the
testing criteria. For example, it may well be a waste of time to develop a
complex model to fit the distributions of runs of wet and dry days precisely,
because these statistics are very sensitive to the observation time and show
wide variations among adjacent stations.

5.5 Application to practical problems

Agricultural applications of daily precipitation models fall into two categor
ies: (1) short-run problems such as irrigation management, pest management
and planning field operations and (2) long-range problems, including irri
gation system design,.drainage design, farm planning and examination of
the national impact of erosion and flood-control policy. For the short-run
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problems, the precipitation models can be used in a simulation mode along
with the models of irrigation scheduling (Hubbard and Wilhite, 1987), pest
monitoring (Welch, 1984) and crop yield (Jones and Kiniry, 1986). With
initial conditions known, several equally likely precipitation sequences can
be simulated and distributions of various functionals such as time to next
irrigation, time to pesticide application or crop yield can be obtained. The
consequences of various management decisions can then be evaluated in a
probabilistic sense.

Because these models require more than just precipitation as input, multi
variate models including such variables as temperature and solar radiation
must be used (see Richardson and Wright, 1984).

Stern and Coe (1984) demonstrate the use of rainfall models to obtain
distributions of soil water content as a function of time and the distributions
of dry spells. Zucchini and Adamson (1984) identified parameters for 2550
climatic stations in South Africa and used simulation procedures to examine
the spatial characteristics ofclimatic indices, optimal planting time for maize
and wheat and characteristics of drought. Because the parameters of rainfall
models provide a very concise description of precipitation climatology, a
combination of these parameters along with temperature and soils infor
mation should prove useful in determining the adaptability of plant species.

Some of the best examples of long-run or policy problems that can be
examined using precipitation models include the evaluation of potential
nonpoint pollution from agriculture through the useof the CREAMS model
(Knisei, 1980) and the evaluationoftheeffects oferosion on crop productivity
(Williams and Renard, 1985).

Many engineering activities are weather dependent and daily rainfall
models can be useful in estimating the probability that a project may be
disrupted by rain. Weather records or rainfall models are also useful in
developing design criteria for drainage works, small dams, urban storm
drainage structures and in the evaluation of the trafficability of unpaved
areas.

5.6 Some new approaches

5.6.1 Conditioning models on monthly amounts
Wilks (1989) has developed an interesting precipitation model in which he
estimated parameters for a Markov chain and gamma distributions of daily
amounts separately for months in the lower 30%, middle 40% and upper
30% of the climatological distributions of total monthly precipitation. These
classes correspond to those used by the Climate Analysis Center (CAC) of
the National Oceanic and Atmospheric Administration for 30-90-day fore
casts. Simulations of daily precipitation sequences can then be conditioned
on the monthly forecasts.

Long-term simulations can be carried out by using probability mixtures
of the conditional parameter sets which reproduce the observed probabilities
of transitions among dry, near-normal, and wet months. These transition
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probabilities are represented by a three-state, first-order Markov chain.
Wilks (1989) used generalized likelihood ratio tests to show that the increase
from four to ten parameters per month is justified by the data. Distributions
of monthly rainfall totals simulated using the conditionally derived suites of
parameters exhibited upper and lower tails that were closer to the observed
distributions than those obtained by unconditional parameters. It would be
interesting to try this approach for stations with a monsoon climate.

5.6.2 Southern oscillation index

Simulation studies using daily precipitation models with annually periodic
parameters typically result in underestimation of the variance of monthly
and annual precipitation (Buishand, 1977; Zucchini and Adamson, 1984;
Woolhiser et al, 1988). This may be due to changes in data-collection
techniques during the period of record, real long-term trends, or the assump
tion of annual periodicity may be incorrect because of iarge-scale meteoro
logical circulation patterns that do not exhibit annual periodicities. One
such phenomenon that has attracted recent scientific interest is the Southern
Oscillation (SO). The Southern Oscillation is 4a coherent variation of baro
metric pressures at interannual intervals that is related to weather phenomena
on a global scale, particularly in the tropics and subtropics' (Enfield, 1989).
The SO is the atmospheric counterpart to El Nino, the warm, southward-
flowing current along the coast of southern Ecuador and northern Peru that
appears at irregular intervals. The SO is quantitatively described by the
Southern Oscillation Index (SOI), the time series of the anomalies of atmos
pheric pressure differences between Papeete (Tahiti)and Darwin (Australia).

Several recent studies have documented statistical relationships between
the El Nino-Southern Oscillation, commonly referred to as ENSO, and
weather patterns and precipitation in the western United States and South
America (Caviedes, 1975, 1984; Redmond and Koch, 1991). These studies
have typically involved regression analyses between ENSO and annual or
seasonal precipitation for groups of stations. These results prompt the ques
tion: 'Is it possibleto incorporate the information in the SOI into a stochastic
daily precipitation model?' In the remainder of this section I will describe
one possible approach to answering this question.

We willassume that the Markov chain-mixed exponential model (MCME)
(Woolhiser and Pegram, 1979) is appropriate for the stations investigated.
In this model precipitation occurrence is described by a first-order Markov
chain and the mixed exponential distribution is used for the distribution of
daily rainfall, given that rain occurs.

Let

X{t) = 0 if day t is dry, t = tv,..., tT

= I ifday t has rain over a threshold, d. (5.4)
We assume that {X{t)} is a first-order Markov chain with transition
probabilities

Pu(t) = P[X(t)=j\X(t- l) = i], u =o, I, (5-5>
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Let Y(t) be the amount of precipitation on day twhen X(t)i = 1. We assume
hat T(0 is serially independent and is independent of X(t - 1). Le the
random variable V(t) =Y(t) - dbe distributed as amixed exponential (ME)

f,(u) =a(0/P(0 exp (-m/P(£)) +(1 - a(0)/S(0 exp (-m/6(0) (5.6)
where 0<«< oo, «Hs a threshold (in the United States normally 001 inch
(0-25 mm)), 0<a(t) <1, 0<ftc) <6(0- The mean, u(0, is given by

n(0 =a(0P(0 +[i-a(0]S(0- (5'7)
The model is nonhomogeneous so the parameters /WO, Pio('), «('), K0. and
H(0 are written in the polar form of afinite Fourier series

G,(t) =Gi0 + I [Clt sin (2nr/</365 +<t>«)] (5-8>
k = i

where /= M ,5, Gf(0 is the value of the ith parameter on day f, m,- is
The maximum number of harmonics, Gi0 is the mean, C,k =amplitude of the
fcth harmonic and 4>lk =phase angle of the fcth harmonic for the /th param-
SeL instead of using the Markov chain transition parameters direct ywe
use the logit transform as demonstrated by Stern and Coe (1984) and
Zucchini and Adamson (1984):

gij(t) =log{pij{t)IV-Pum- (5-9)
The Fourier series are fit to the logits and the transition probabilities are
obtained by the inverse transform

Pij(t) =exp fe(0]/0 +exp [*y(t)]}. (5-10>
To incorporate the effect of the SO let us suppose that the periodic

parameters are perturbed by alagged linear function of the SOI
G'i(t) =Gi{t) +biS(t-xi) <5-n>

where b and t, are parameters to be estimated from the data and S(t) is the
SOI on'day f. Both of the parameters of the Markov chain and the mean,
u(0, of the mixed exponential distribution were assumed to be affected by

1The Fourier coefficients for the logits were estimated by maximum likeli
hood techniques as described by Zucchini and Adamson (1984) and co
efficients for the parameters of the mixed exponential distribution were
estimated by numerical maximum likelihood as described by Woolhiser and
Roldan (1986). Then the characteristics of the likelihood response surface
for the Markov chain and the mixed exponential were investigated by
varying the parameters bt and t,, Amonthly SOI series was used, so S(t) is
represented as a step function. .

Data from stations in Arizona, Idaho and Oregon were analyzed in this
preliminary study. Some characteristics of the data are shown in Table 5.1.
Note that there is a large range in the mean annual precipitation and in the
mean number of wet days per year. ..•,•*• «M

Results of perturbing the periodic logits of the transition probabilities are
shown in Table 5.2. The increase in log likelihood resulted in a minimum
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Table 5.1 Precipitation stations analyzed
Annual

Years of precipitation Mean number
Station record (mm) wet days

Arizona

Phoenix 1949-81 177 34-39

Prescott 1953-81 478 68-97

Tucson 1948-81 277 49-88

Walnut Gulch 4 1955-87 305 53-61

Idaho

Boise 1940-89 304 91-38

Grangeville 1940-84 600 121-82

Reynolds Cr. 116 1962-81 469 105-45

Reynolds Cr. 163 1962-87 1128 13215

Oregon
Corvallis 1948-87 1078 156-68

Crater Lake 1947-87 1732 14202

Bonneville Dam 1950-87 1945 171-87

Table 5.2 Effect of SOI on log likelihood functions for occurrence of rainfall - first-
order Markov chain

Station Unperturbed L Perturbed L 6, Lag (days)

Arizona
Phoenix -3306-560 -3300-482* + 0120 95

Prescott -4240-921 -4236-580* + 0100 95

Tucson -4277-916 -4269-211* + 0142 95

Walnut Gulch 4 -4140-479 -4129-321* + 0147 93

Idaho

Boise -3696153* -3695075 + 004 330

Grangeville -9576-560 -9573180* -004 104

Reynolds Cr. 116 -3767-502* -3766-384 + 0053 150

Reynolds Cr. 163 -5199-465 -5196-788* + 0060 0

Oregon
Corvallis -7320-965* -7320-580 -002 90

Crater Lake -7487-811* -7487-811 000 0

Bonneville Dam -7126041* -7124-312 -006 30

* Minimum AIC

AIC for six stations, with the Arizona stations being most strongly affected.
The signs of the coefficients are fairly consistent with previous studies, with
a negative SOI leading to more rainfall in the Southwest and the opposite
effect in the Pacific Northwest.

Results ofperturbing the seasonally varying mean ofthe ME are shown
in Table 5.3. The perturbed mean precipitation resulted in the minimum AIC
for all stations and the signs of the coefficients are consistent with expec
tations except for Boise. ID. Again the Arizona stations exhibit the strongest
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Table 5.3 Effects ofperturbing the mean ofthe ME distribution on theloglikelihood
function

Station Unperturbed L Perturbed L
bi
(mm) Lag (days)

Arizona
Phoenix 876-973 876180* -0-43 90

Prescott 950163 955-856* -0-60 60

Tucson 1184-797 1187-926* -0-39 75

Walnut Gulch 4 1092-404 1096-816* -0-45 89

Idaho
Boise 2166-453 2170052* -019 0

Grangeville
Reynolds Cr. 116
Reynolds Cr. 163

4162-459
1795-836

705-685

4164-689*

1803-659*

714-536*

+ 013
+ 0-39
+ 0-40

60

101

180

Oregon
Corvallis 2889-396 2894-771* + 0-20 104

Crater Lake -1188-772 -1185-422* + 0-254 94

Bonneville Dam -638-453 -635-349* + 0-254 115

* Minimum AIC

effects. The most common lag is about 90 days, which raises interesting
possibilities of conditioned simulations of rainfall based upon the SOI for
the past 90 days. However, this analysis is preliminary and we cannot reach
strongconclusions based on the evidence presented. For example, although
the Markov chain-mixed exponential appears to fit well for the Arizona
and Reynolds Creek data at least a second-order Markov chain may be
required for the Oregon stations. A more thorough analysis using more
stations and higher-order Markov chains is presently under way.

5.6.3 Elevation effects

It is often desirable to have daily precipitation data in mountainous regions
but frequently data are only available for valley stations and usually these
data do not represent conditions at higher elevations. Therefore it would
be useful if relationships could be developed between precipitation model
parameters and characteristics of higher elevation sites such as elevation or
annual precipitation so that simulation model parameter sets could be
estimated. Hanson et al. (1989) utilized data from a network of rain gauges
in southwest Idaho, United States, to determine if such relationships could
be found. Fourier coefficients describing the seasonal variability for the
parameters of the MCME model were estimated for each station and re
gression relationships were obtained between means, amplitudes and phase
angles and annual precipitation. Highly significant relationships were found
between the logits of the mean p00, pl0, the amplitudes of the first harmonic
of both poo and p10 and annual precipitation, Pa. For the distribution of
amounts, the logit of the weighting parameter, a, showed a linear decrease
with Pa, the mean [ap + (1 -a)5] and the amplitude of the first harmonic
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increased linearly with Pa, and the phase angle of the first harmonic exhibited
a nonlinear decrease with Pa. The regression relationships were used to
estimate a complete set of parameters for four sites and the statistical
properties of 50 years of simulated data were compared with historical data
at the same sites. Mean monthly precipitation and number ofwet days were
closely preserved. There appeared to be a slight tendency for the simulated
data to have a lower variance than the historical data. The procedure appears
promising but it must be tested over a larger area and information must be
provided so that the user can evaluate the potential errors involved.

5.7 Discussion

Models to describe the daily precipitation process are well developed and a
great deal of progress has been made recently in developing techniques for
parameter estimation - particularly when the seasonal variation is descried
by Fourier series. Various practical problems related to data collection may
affect the models chosen and may limit the degree of fit that can be obtained.
Increasing use of crop yield models and models simulating runoff, erosion
and chemi^ transport will lead to agreater demand for models for simulat-
ine precipitation and other weather variables.TshoLming of existing models is an inability to maintain the variance
of simulated monthly and annual totals. Conditioning model Parameters on
monthly amounts (Wilks, 1989) or perturbing periodic Parameters with the
SOI both result in better agreement between the variance of simulated andSSitotal precipitation. These approaches should be investigate
morelhoroughly and the statistical problems and the practical impact should
be assessed.
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